
امیرحسین نیکوفرد: ارائه کننده
مهندسی برق و کامپیوتر دانشگاه خواجه نصیر



Optimal Control

Introduction

Batch Approach

Recursive Approach

The Dynamic Programming algorithm

Linear Quadratic Optimal Control

Batch Approach

Recursive Approach

Receding Horizon

Infinite Horizon Optimal Control

Optimal Control Introduction and
Unconstrained Linear Quadratic Control

2



Discrete-time optimal control is concerned with choosing an optimal
input sequence (as measured by some objective
function),over a finite or infinite time horizon, in order to apply it to
a system with a given initial state x(0).

The objective, or cost function is often defined as a sum of stage costs
q(xk,uk) and, when the horizon has finite length N, a terminal cost
p(xN)

The states {xk} must satisfy the system dynamics
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and there may be state and/or input constraints

 In the finite horizon case, there may also be a constraint that the final
state xN lies in a set

A general finite horizon optimal control formulation for discrete-
time systems is therefore
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General Problem Formulation

 Consider the nonlinear time-invariant system

subject to the constraints

Consider the following objective or cost function

where

 N is the time horizon,

 and x0=x(0) 

 q(xk, uk) and p(xN) are the stage cost and terminal cost, respectively
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General Problem Formulation
Consider the Constrained Finite Time Optimal Control (CFTOC)

problem.

 is a terminal region,

 to is the set of feasible initial conditions x(0)

 the optimal cost is called value function,

 assume that there exists a minimum

 denote by one of the minima
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Objectives

 Solution.

1. a general nonlinear programming problem (batch approach),

2. recursively by invoking Bellman’s Principle of Optimality
(recursive approach).

 Infinite horizon.We will investigate if

1. a solution exists as N → ∞,

2. the properties of this solution.

3. approximation of the solution by using a receding horizon
technique.
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Solution via Batch Approach. NLP formulation

Write the equality constraints from system constraints as

then the optimal control problem is a general Non Linear Programming
(NLP) problem

Batch Approach
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Solution via Recursive Approach

Recursive Approach
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Solution via Recursive Approach

Recursive Approach
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 Solution via Recursive Approach
The following (recursive) dynamic programming algorithm can be
used to compute the optimal control law.
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Consider only linear discrete-time time-invariant systems

and quadratic cost functions

are considered, and we consider only the problem of regulating the
state to the origin, without state or input constraints.

The two most common solution approaches will be described here

 Batch Approach, which yields a series of numerical values for the
input

 Recursive Approach, which uses Dynamic Programming to compute
control policies or laws, i.e. functions that describe how the control
decisions depend on the system states.
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Unconstrained Finite Horizon Control Problem
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Batch Approach
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Batch Approach
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Batch Approach

Linear Quadratic Optimal Control

16



Batch Approach
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Batch Approach
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Recursive Approach
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Recursive Approach
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Recursive Approach
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Recursive Approach
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Recursive Approach
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Recursive Approach
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Recursive Approach
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Recursive Approach
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Comparison of Batch and Recursive Approaches
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Comparison of Batch and Recursive Approaches
 Without any modification, both solution methods will break down

when inequality constraints on xk or uk are added.

 The Batch Approach is far easier to adapt than the Recursive
Approach when constraints are present: just perform a constrained
minimization for the current state.

 Doing this at every time step within the time available, and then
using only the first input from the resulting sequence, amounts to
receding horizon control.
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